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Abstract — One step ahead prediction of peak electricity 
loads is presented based on ANN. Two architectures of ANN 
were implemented to produce predictions that were used to 
generate the final value as an average. The time instants 
when daily peak loads occur are produced simultaneously. 

1. INTRODUCTION  

The necessity of load forecasting is nowadays broadly 
recognized. Precise load forecasting helps the electric utility 
to make unit commitment decisions, reduce spinning reserve 
capacity and schedule device maintenance plan properly. In 
addition, corrective actions may be prepared, such as to avoid 
load shedding, planning power purchases and bringing pea-
king units on line. Especially, as noted in [1] accurate short-
term forecasts are needed by both generators and consumers 
of electricity particularly during periods of abnormal peak 
load demand. 

The electricity forecasting period may span from several 
tenths of minutes to several years so very short term (at tenths 
of minutes level), short term (hourly), daily, weekly, monthly 
and yearly load forecasts may be encountered. The procee-
dings presented here are based on our previous results related 
to short term prediction [2,3,4]. Here we implement similar 
methods to generate the forecast of a daily peak value for a 
given load. In addition, the time of the peak will be predicted. 
Data were extracted from the 1999 UNITE competition [5]. 

Our method is based on several hypotheses. First we claim 
that main influence to the future value may have the most 
recent observables. These contain most recent information on 
trend, season and weather. Second, we believe that if quality 
forecast is to be obtained, one that may be used for action, 
one is not supposed to try many time steps in advance. One or 
two time steps are the best one can afford. That is why the 
time series is presented here as deterministic and one-step-
ahead prediction is planned. To help the prediction, however, 
in an appropriate way, we introduce past values e.g. loads for 
the same day but in previous weeks. That is in accordance 
with existing experience claiming that every day in the week 
has its own general consumption profile [6].  

In many load forecasting procedures weather data are used 
as basic input together with the load time series. We here 
have a specific opinion about the use of weather data. First, 
as can be seen from experiments [7] it is not easy to establish 
a significant correlation between the weather parameters and 
the peak load value.  Second, for the prediction instant no 
weather data are available. These are to be generated by 
prediction with equal uncertainty as the main prediction. 

Finally, the known load values already contain information 
on the weather if any correlation exists.  

As an example of the uncertainty of long term weather 
prediction based on abundant amount of data let us consider 
the day of December 19, 2011 which is celebrated as the St. 
Nicolas by the Orthodox Church exercising the Julian 
calendar. It is the most celebrated Serbian “Slava” and while 
“half of the people celebrate the other half is visiting the 
families that celebrate”. There is always snow at St. Nicolas. 
There are even proverbs related to the snow at St. Nicolas. 
On the last day, however, there was no snow and the 
temperature was above zero all day. Nobody could predict 
that state one month earlier at November 19, 2011, while 
everyone could do that at December 18, 2011. 

The problem of daily peak load forecasting was considered 
many times in the literature [8,9,10]. As can be seen 
statistical methods are used and no time of the maximum was 
considered. 

One of the approaches to load forecast is implementa-
tion of artificial neural networks (ANN) [11,12]. The main 
advantage of the method is related to the property of the 
ANN to be an universal approximator meaning the main 
problem of regression: the choice of the approximating 
function, is solved in advance. A common feature, however, 
of the existing application is that they ask for a relatively 
long time series to become effective. Typically it should be 
not shorter then 50 data points [11].  

Following these considerations new forecasting architec-
tures were developed [2,3,4]. Namely, prediction is an 
activity that is always related to uncertainty. One is supposed 
to have at least two solutions for them to support each other. 
The structures developed were named Time Controlled Re-
current (TCR) and Feed Forward Accommodated for Predic-
tion (FFAP). Both were implemented successfully for pre-
diction in modern developments in micro electronics [2] as 
well as in other areas including hourly [3,4] and yearly [8] 
load prediction. 

Here we present extensions of the TCR and FFAP ANNs 
that allow for implementation in daily peak load prediction 
together with the prediction of the time of maximum 
occurance.  

The structure of the paper is as follows. After general defi-
nitions and statement of the problem we will give a short 
description of the two solutions. After presenting the experi-
mental results a short discussion of the results and conside-
ration related to future work will be given. 
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2.   PROBLEM FORMULATION  

A time series is a number of observations that are taken 
consecutively in time. A time series that can be predicted pre-
cisely is called deterministic, while a time series that has fu-
ture elements which can be partly determined using previous 
values, while the exact values cannot be predicted, is said to 
be stochastic. We are here addressing only deterministic type 
of time series. 

Consider a scalar time series denoted by yi, i=1,2, … m. 
It represents a set of observables of an unknown functi-

on )(ˆˆ tfy  , taken at equidistant time instants separated by 

the interval Δt i.e. ti+1= ti+Δt. One step ahead forecasting 
means to find such a function f  that will perform the map-
ping 

ε1ˆ)1(1  mymtfmy ,    (1) 

where 1ˆ my  is the desired response, with an acceptable 

error ε.  

 

Figure 1.  Fully connected feed-forward artificial neural 
network with one hidden layer and multiple outputs 

In the next, we will first briefly introduce the feed-
forward neural networks that will be used as a basic structure 
for prediction throughout this paper.  

The network is depicted in Fig. 1. It has only one hidden 
layer, which has been proven sufficient for this kind of prob-
lem [14]. Indices: “in”, “h”, and “o”, in this figure, stand for 
input, hidden, and output, respectively. For the set of weights, 
w(k, l), connecting the input and the hidden layer we have: 

k=1,2,..., min, l=1,2,..., mh, while for the set connecting the 

hidden and output layer we have: k=1,2, ...mh, l=1,2,..., mo. 

The thresholds are here denoted as x,r, r=1,2, …, mh or mo, 
with x standing for “h” or “o”, depending on the layer. The 
neurons in the input layer are simply distributing the signals, 
while those in the hidden layer are activated by a sigmoidal 
(logistic) function. Finally, the neurons in the output layer are 
activated by a linear function. The learning algorithm used 
for training is a version of the steepest-descent minimization 

algorithm [15]. The number of hidden neurons, mh, is of main 
concern. To get it we applied a procedure that is based on 
proceedings given in [16].  

In prediction of time series, in our case, a set of observa-
bles (samples) is extracted (one peak value per day) from the 
UNITE 1997 file. According to (1) we are predicting one 
quantity at a time. To make the forecasting problem numeri-
cally feasible we performed a small transformation in the 
response. Namely the samples are reduced in the following 
way 

y=y* - M    (3) 

where y* stands for the measured value of the target function, 
M is a constant (here M=600 MW). 
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Figure 2. a) Load peak values for 28 days (reduced by 600 
MW), and b) time of occurrence of the peak values 

If the architecture depicted in Fig. 1 was to be implemen-
ted (with one input and one output terminal) the following 

series would be learned: (ti, f(ti)), i=1,2,....  

The observables are depicted in Fig. 2. The top part 
represents the daily peak values in the period September 25, 
to October 22, 1997. The bottom one represents the corres-
ponding times at which the peak values occur. 

3. THE ETCR SOLUTION 

Starting with the basic structure of Fig. 1, in [2,3,4] pos-
sible solutions were investigated and two new architectures 
were suggested to be the most convenient for the solution of 
the forecasting problem based on short prediction base pe-
riod. 

The first one, named extended time controlled reccurent 
(ETCR) was inspired by the time delayed recurrent ANN. It 
is a recurrent architecture with the time as input variable so 
controlling the predicted value. Our intention was to benefit 
from both: the generalization property of the ANNs and the 
success of the recurrent architecture. Its structure is depicted 
in Fig. 3. In this figure i stands for the sample counter and in 

fact represents the time variable i.e. the day. ti stands for the 

daily peak value time while yi is the daily peak value. Here in 
fact, the network is learning two sets of variables. The first is 
the output value representing the daily peak power 
consumption for the next day is controlled by the present 
time (variable i)  and  by its own previous instances. The 
second is the daily peak value time which is controlled by the 
same data: 

160 

140 

120 

100 

80 

60 

40 

20 

0 
0              5              10             15             20             25             30 

Day 

Reduced peak power (MW) 

a) 



t

i

Δt

Δt

yi

yi-1

yi-4

ti

ti-1

ti-2

Fully 
connected 

feed-forward 
ANNyi-7

ti-7

Δt

Δt

Δt

ti-4

yi-27Δt

7Δt

 

Figure 3. ETCR. Extended time controlled recurrent ANN 

Table 1. Training data for the ETCR ANN 

i yi-1 yi-2 yi-3 yi-4 yi-7 ti-1 ti-2 ti-3 ti-4 ti-7 yi ti 
8 86 -3 71 68 34 40 40 39 39 39 94 20 
9 94 86 -3 71 64 20 40 40 39 40 120 40 

10 120 94 86 -3 51 40 20 40 40 15 98 38 
11 98 120 94 86 68 38 40 20 40 39 82 39 
12 82 98 120 94 71 39 38 40 20 39 99 40 
13 99 82 98 120 -3 40 39 38 40 40 23 40 
14 23 99 82 98 86 40 40 39 38 40 75 38 
15 75 23 99 82 94 38 40 40 39 20 87 38 
16 87 75 23 99 120 38 38 40 40 40 98 38 
17 98 87 75 23 98 38 38 38 40 38 78 38 
18 78 98 87 75 82 38 38 38 38 39 55 38 
19 55 78 98 87 99 38 38 38 38 40 55 38 
20 55 55 78 98 23 38 38 38 38 40 32 38 
21 32 55 55 78 75 38 38 38 38 38 108 38 
22 108 32 55 55 87 38 38 38 38 38 104 37 
23 104 108 32 55 98 37 38 38 38 38 118 38 
24 118 104 108 32 78 38 37 38 38 38 141 17 
25 141 118 104 108 55 17 38 37 38 38 116 40 
26 116 141 118 104 55 40 17 38 37 38 103 38 
27 103 116 141 118 32 38 40 17 38 38 25 38 
28 25 103 116 141 108 38 38 40 17 38 86 38 

 

) ,4,,,

 , ,4,,,,(1

7321

7321









iiii

iiii

titttt

yiyyyyifiy
   , i=7, 8,...    (2a) 

) ,4,,,

 , ,4,,,,(2

7321

7321









iiii

iiiii

titttt

yiyyyyift
   , i=7, 8,...   (2b) 

In these first proceedings we chose four recent samples 
and one one-week old to control the output. That choice was 
confirmed by the results obtained so no new attempts were 
maid to complicate the training set of the ANN. 

According to this definition when preparing the training 
data for the ETCR ANN, sets of vectors were created by ex-
tracting data from the original similarly to the time series re-
construction technique that stems from the embedding theo-
rem developed in [17,18]. The ith input training vector would 

be: 

xi={i, yi-1, yi-2,yi-3,yi-7,ti-1,ti-2,ti-3,ti-7} , 

while the corresponding training output vector would be 

zi={yi,ti}. 

In this proceedings i{8,28}. Namely, 21 training lessons 
were used. The training data are given in Table 1. 

The task was to predict the peak value and its time at 
October 23.1997. The resulting ANN had 11 input, two 
output, and 5 hidden neurons. After proper excitation the 

prediction was z29={665.799, 18.96}. As can be seen from 
Table 2. both predictions are within the 10% error region. 

4. THE EFFAP SOLUTION 

The second structure was named extended feed forward 
accommodated for prediction (FFAP) and depicted in Fig. 4. 
We use the same notation as in Fig. 3. Our idea was here to 
force the neural network to learn the same mapping several 
times simultaneously but shifted in time. In that way, we sup-
pose, the previous responses of the function will have larger 

influence on the f(t) mapping. Note that yi+1 is learned 
meaning a set of data shifted by one in time was used in this 
case. 

In that way for the approximation function we may write 
the following 
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, i=3,4, ...     (3) 

The new network is approximating the future (unknown) 

values yi+1 and ti+1, based on the actual time i, the actual peak 

value coordinates (yi, ti), three past peak value coordinates   

(yi-k ,ti-k , k=1,2,3), and the past peak value coordinates for 

the same day of the previous weeks (yi-6 ,ti-6).  

Table 2. Prediction results (NN = number of neurons in the 
hidden layer, PPV = predicted peak value, EPV expected 

peak value, PT = predicted time of the peak value, and ET = 
expected time of the peak value) 

Type NN PPV EPV % PT ET % 

ETCR 5 665.799 717.4 -7.193 18.96 20 -5.2 
EFFAP 5 771.032 717.4 7.476 16.96 20 -15.2 

Average  718.416 717.4 0.14 17.96 20 -10.2 
 

The resulting ANN had 3 input, 10 output, and 5 hidden 

neurons. After proper excitation the prediction was z29= 
{771.032, 16.96}. As can be seen from Table 2., now, while 
the prediction of the peak value is of the same magnitude but 
with opposite sign compared to the ETCR solution, the 
prediction of the peak time is slightly worse. 

5.   SUMMARY AND CONCLUSION 

As expected the prediction obtained by application of the 
two ANN structures differ. These are both necessary, 
however, in order to mutually support since, in prediction, no 
other reference is available. The main criterion for acceptance 
is the mutual similarity of the results produced by different 
methods. Since none of them may be considered better in 



advance one is to profit of both by using the average. The 
averaged prediction values and the corresponding errors are 

also given in Table 2. Now we finally have z29={718.416, 
17.96}. While the peak value is hit almost exactly, the avera-
ged prediction error being 0.14% only, its time of occurrence 
was missed by approximately 10%. All together an excellent 
result, above all expectations. 
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Figure 4. The Extended feed forward accommodated for 

prediction ANN (EFFAP) according to (3) 

Based on the preliminary results reported above we find 
the method proposed feasible for implementation in short 
term prediction of daily peak loads with no use of environ-
mental data. Note, to the best of our knowledge, it is the only 
method reported that predicts the time of occurrence of the 
peak value. It will be further studied in order to establish as 
much stability of the prediction as possible. The number of 
previous days and weeks used for prediction will be 
considered.  Multistep ahead prediction will be searched, too. 
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